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Figure 1: From left to right: soft shadows from a spherical light source (4 min), multiple scattering in clouds at sunset
(2 hr 20 min), and a smoke simulation visible through refraction with one bounce of global illumination (10 min).

Abstract
We introduce a set of robust importance sampling techniques which allow efficient calculation of direct and indirect
lighting from arbitrary light sources in both homogeneous and heterogeneous media. We show how to distribute
samples along a ray proportionally to the incoming radiance for point and area lights. In heterogeneous media, we
decouple ray marching from light calculations by computing a representation of the transmittance function that can
be quickly evaluated during sampling, at the cost of a small amount of bias. This representation also allows the
calculation of another probability density function which can direct samples to regions most likely to scatter light.
These techniques are orthogonal and can be combined via multiple importance sampling to further reduce variance.
Our method has very modest per-ray memory requirements and does not require any preprocessing, making it
simple to integrate into production ray tracing based renderers.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Radiosity

1. Introduction

Rendering of participating media is critical to the realistic de-
piction of many natural effects including fog, steam, smoke
and fire. These effects are particularly important in visual
effects and animation where volumetric lighting is used to
enhance the mood of the scene, and where smoke and explo-
sions are common occurrences.

While the formal equations behind volumetric light trans-
port have been known for quite some time [Cha50], the nested

integral structure of the equation remains computationaly de-
manding. The recent survey by Raab et al. [RSK06] gives an
overview of the best-known methods for importance sampling
within homogeneous and heterogeneous media, allowing the
incorporation into well-known light transport algorithms such
as unidirectional and bidirectional path tracing, or Metropolis
light transport. Our paper will illustrate alternative impor-
tance sampling strategies that can yield more robust estima-
tors.
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We will first highlight some cases where classical sam-
pling methods can fail, then show how to distribute samples
proportionally to incoming radiance along the ray in a way
that avoids the weak singularity from the geometric term. We
will then show how to apply the same sampling techniques to
heterogeneous media by decoupling ray marching from light
sample selection. The decoupling introduces a small amount
of bias related to the step size. Finally, we will show how
this decoupled representation of transmittance can be used to
further reduce variance by combining a secondary probability
density function constructed during ray marching via mul-
tiple importance sampling [VG95]. Higher-order scattering
(from both the volume and other surfaces in the scene) will
also be considered by the straightforward application of these
techniques to path and light tracing.

2. Previous Work

Volume Rendering Equation: The volume rendering equa-
tion (first derived by Chandrasekhar [Cha50]) gives a formula
for the radiance L seen at a position x when looking along a
direction ~w as the sum of two terms:

L(x,~w) = T (s)Ls (xs,~w)+Lv(x,~w) (1)

The surface radiance Ls defined by the familiar rendering
equation [Kaj86] is attenuated by transmittance T along the
ray up to the distance s to the nearest surface intersection.
The transmittance function is defined by the integral of the
extinction coefficient σt along the ray:

T (t) = exp
(
−

∫ t

0
σt(xw)dw

)
(2)

To simplify the notation we write T as a univariate function,
but it implicitly depends on the parameterized position xt =
x+ t~w for any distance t > 0. Finally, light scattered inside
the volume is accounted for by the volumetric radiance Lv:

Lv(x,~w) =
∫ s

0
σs (xt)T (t)

∫
Ω4π

ρ(~w,~v)L(xt ,~v)d~vdt (3)

where σs is the medium’s scattering coefficient and ρ is the
normalized phase function. The key difficulty in solving Equa-
tion 3 efficiently lies in the fact that the integration along the
line contains two nested integrals: one for evaluating trans-
mittance, the other for evaluating incoming light.

Brute force method: One of the first strategies introduced
to deal with this difficulty was the classical ray marching
algorithm [PH89]. By advancing along the ray in fixed sized
steps, both the transmission and lighting terms can be evalu-
ated in lockstep. Unfortunately, since the lighting calculation
must recursively perform ray marching to compute shadow-
ing, the brute force algorithm takes O(N2) steps on average,
where N is the average number of steps along a ray. This
fact was already recognized in the original publication which
recommended caching the lighting as a preprocess so that
it could be queried in constant time during rendering. Deep

shadow maps [LV00] later became a popular data structure
for this task. The simplicity of this algorithm means it is still
to this day employed in many production volume rendering
systems [WBZC∗10, WBZH∗11]. However, caching lighting
in this manner increases memory usage, blurs lighting details
and complicates the support of area lights. Our aim is to em-
ulate the success of this simple algorithm, and reduce its cost
to linear time without relying on any preprocessing steps or
sacrificing visual quality.

Stochastic methods: A stochastic alternative to brute force
ray marching was first described in the context of bidirec-
tional path tracing [LW96] and later Metropolis light trans-
port [PKK00]. This technique is commonly referred to as
distance sampling because it randomly selects a distance
along the ray at which to evaluate light scattering. Distance
sampling is trivial in homogeneous media as Equation 2 is
analytically evaluated and inverted in closed-form. The het-
erogeneous case, however, cannot be solved in closed-form
and requires some form of ray marching. Assuming it takes
O(N) steps to choose a point along the ray, and then O(N)
steps again to estimate shadowing to the light source, the
algorithm is now linear in the number of steps, but has traded
this efficiency for extra noise in the result. Indeed, the calcu-
lation of transmittance and lighting are still coupled as it is
not possible to increase the quality of one without the other.

More recent work [MBJ∗06, RSK06] has proposed the use
of the unbiased Woodcock tracking algorithm from particle
physics [Col68]. The algorithm relies on knowing an upper
bound on the extinction coefficient σt(x) along the ray. This
is problematic for shader driven rendering systems where
this value is not known in advance and may be difficult to
estimate. Moreover, the performance is heavily dependent on
the accuracy of this upper bound.

Acceleration structures such as kd-trees [YIC∗10] or uni-
form grids [SKTM11] have been proposed to determine a
locally accurate upper bound per ray, allowing optically thin
regions to take larger (and thus fewer) steps. Unfortunately,
these data-structures have not yet been extended to support
motion blurred media, and are more difficult to build robustly
for procedurally defined volumes. One possibility is to use
interval arithmetic which may be overly conservative and
complicate the implementation of the shading system.

Caching methods: Other light transport strategies have also
been extended to support participating media. The classic
photon mapping algorithm [JC98] for example, which was im-
proved by the use of photon beams by Jarosz et al. [JNSJ11]
takes a density estimation approach which is able to han-
dle complex light transport paths, such as specular-diffuse-
specular caustics. The beam formulation dramatically re-
duces the memory requirements of the original algorithm
as beams implicitly represent infinite collections of photons,
but complicates the handling of heterogeneous media because
a representation of the transmittance must be stored along
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each beam (increasing memory usage). Progressive photon
beams [JNT∗11] introduced a variation of Woodcock track-
ing for this purpose, but inherits the associated difficulties
mentioned above. Several details important to production ren-
dering also remain unexplored such as the combination with
motion blur and the performance on scenes in which the cam-
era only sees a small subset of the illuminated volume (such
as the sunset in Figure 1). Nonethless, these methods are still
unmatched in their ability to handle complex light transport
paths efficiently. Our work instead focuses on improving the
quality of lower order lighting effects (single-scattering and
first-bounce multiple scattering) without the assistance of
complex data-structures.

Radiance caching [JDZJ08] is another method which uses a
cached representation of the illumination to accelerate render-
ing of participating media. Similarly to photon mapping, the
cached representation consumes extra memory and compli-
cates the implementation and quality controls to be exposed
to the user. While the method produces excellent results when
tuned by experts, artifacts may be difficult to diagnose for
more casual users and appear as flickering in animation which
is usually more objectionable than noise. Motion blurred me-
dia and light sources have also not been explored within this
framework. However, since radiance caching relies on Monte
Carlo methods to seed the cache, it may be possible to apply
our results within such a setting.

Real-time methods: Real-time approaches to volume scat-
tering are usually restricted to single scattering from point
light sources. Analytical methods [SRNN05, PSS11] can
solve the rendering equation exactly, but must ignore vis-
ibility and thus cannot produce volume shadows. Real-time
shadowing approaches [CBDJ11, Wym11] on the other hand
are based on shadow mapping or similar discretizations of
the visibility function. This is problematic for production
rendering as these methods do not generalize to area lights,
heterogeneous media or multiple scattering in any straight-
forward way. So while these approaches achieve very high
performance, their applicability is limited to very specific
scenarios. Our work focuses on general-purpose techniques
that impose as few restrictions as possible on the supported
types of lighting and media.

3. Sampling using incoming radiance

As the general form of Equation 3 contains non-analytical
integrals, we first consider the simpler problem of single
scattering from point lights in a homogeneous medium. We
will then generalize our method to other light source types in
Section 3.2, and to heterogenous media in Section 4.

3.1. Point and Sphere Lights

Rewriting Equation 3 for single scattering from a point light
in a homogeneous medium yields:

L(x,~ω) =
∫ b

a
σse−σt (t+∆+

√
D2+t2) Φ

D2 + t2 dt (4)

Figure 2 describes the involved parameters. Note that to sim-
plify the notation, we omit the inclusion of visibility and
phase function in the equation. We also reparameterize t so
the origin is at the orthogonal projection of the light onto
the ray. This change modifies the integration bounds a and
b (which can be negative) and adds an extra term ∆ which is
the distance between the real ray origin and the new one. The
use of integration bounds a and b is convenient when dealing
with spotlights as we can restrict integration only to the part
of the ray that intersects the light’s cone.

D rθa

θb

a
t∆

b

Figure 2: Single scattering from a point light source

While the transmission term is bounded by 1, the incom-
ing radiance Φ/r2 presents a weak singularity that starts
to dominate as rays approach the light source. This reveals
why distance sampling (distributing samples proportionally
to e−tσt ) can be suboptimal. Distance sampling focuses most
samples close to the viewer, missing the visually important
light source (see Figure 3). In fact, the results for distance
sampling can be made almost arbitrarily bad by increasing σt ,
pushing the sample points closer to the viewer and away from
the light. As noted by Jarosz et al. [JNT∗11], this problem
persists in bidirectional methods when both light and viewer
are far from a visually important point.

(a) Distance Sampling (b) Equi-angular Sampling

Figure 3: Point light source in homogeneous media
(16 paths/pixel, each method rendered in 2 seconds)

It should be noted that photon beam density estimation
methods [JNSJ11] do not suffer from this singularity as they
connect light and eye paths by spatial proximity instead (at
the cost of a small amount of bias in the result).
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Distance Sampling
no MIS

Distance Sampling
with MIS

Equi-angular Sampling
no MIS

Equi-angular Sampling
with MIS

Figure 4: Single scattering from various area light shapes in homogeneous media (256 paths/pixel, ~2 min). Connection to the
light can either be done by area sampling only (no MIS), or by sampling the phase function as well (with MIS). Equi-angular
sampling makes MIS more effective as high variance is concentrated near the surface of the light.

We propose to design a pdf proportional to the 1/r2 term
instead to focus more samples where the incoming light is
strong and cancel out the weak singularity directly. This re-
sults in a Cauchy distribution which has the following normal-
ized pdf and associated sampling function over the interval
[a,b] (ξ is a random number in [0,1)):

pdf(t) =
D

(θb−θa)(D2 + t2)
(5)

t(ξ) = D tan
(
(1−ξ)θa +ξθb

)
(6)

θx = tan−1 x/D (7)

Equation 6 reveals that this technique linearly interpolates
the angle between the bounds of integration, so we refer
to this technique as equi-angular sampling. The results in
Figure 3(b) show the dramatic improvement compared to dis-
tance sampling. Due to the smoothness of the transmittance
term, the noise present using our method quickly vanishes
and yields nearly noise free images with as few as 16 paths
per-pixel.

We can generalize this result to spherical light sources by
noticing that the solid angle subtended by the sphere also
varies as 1/r2. In fact, no change is required to Equations 5
and 6 to choose a sample along the ray. As long as the shadow
ray traced to the light source is chosen proportionally to the
solid angle of the sphere [SW91], the probabilities will cancel
out and maintain the technique’s efficiency. The image on the
left of Figure 1 shows an example of soft shadows cast by a
spherical light source.

3.2. Arbitrary Area Lights

For other types of area lights (quads, discs, triangles, etc.),
Equation 4 gains a nested integral over the surface of the
light. Most notably, the distance D which was constant before

is now a function of the position sampled from the light.
Therefore, there is little hope of finding an analytical formula
to importance sample all three dimensions of the problem at
once in the general case.

We reduce the dimensionality of the problem by first choos-
ing a sample point on the surface of the light (uniformly or
according to an importance table for textured lights), and
then connecting to the ray using equi-angular sampling. This
can be viewed as a connection between a zero-length light
path and the eye path. This approach eliminates the weak
singularity in t as in the previous section, but there is now a
second possible singularity due to the fact that D is no longer
constant. This leaves some noise near the surface of the light
which can be masked by applying multiple importance sam-
pling [VG95] between the area light surface and the phase
function. This is similar to the use of MIS for solving the
final gather problem. Figure 4 shows the result for a variety
of light shapes and shows the improvement over distance
sampling, even when it is combined with MIS. Just as in the
point light case, distance sampling can perform arbitrarily
badly for these cases as optical depth increases.

Collections of multiple area light sources can either be
handled by randomly choosing a point on the combined area
of all light sources, or by handling them individually. We
tend to prefer handling each light individually as this allows
tuning the integration bounds [a,b] along the ray for each
light.

3.3. Arbitrary phase functions

The equi-angular technique ignores the phase function in
distributing samples and therefore works best when the phase
function is isotropic. Anisotropic phase functions reduce the
effectiveness of the sampling by flattening the shape of the
weak singularity. While this small loss in effectiveness could
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be ignored at moderate anisotropies (for example (|g|< 0.5),
we have found it is beneficial to combine Equation 5 with
classic distance sampling by multiple importance sampling.
For consistency with Equations 5 and 6, we give the equations
of distance sampling for t ∈ [a,b]:

pdf(t) =
σt

e(t−a)σt − e(t−b)σt
(8)

t(ξ) = a− 1
σt

log
(

1−ξ(1− e−(b−a)σt )
)

(9)

This brings the total number of sampling techniques up to
four: two for choosing a point along the ray and two methods
for integrating the light contribution from the chosen point.
Note that we always choose the point along the ray before
choosing a direction towards the light, and that the proba-
bilities simply multiply each other as the two choices are
independent (even when we correlate the equi-angular center
with the light sample as mentioned in Section 3.2). The MIS
weights are simply scaling factors for the respective probabil-
ities and multiply each other as well. In our implementation
we found that the power heuristic works well, and generate
one candidate sample for each of the four methods. In prac-
tice, several will end up with a numerically zero weight due
to their low probability and therefore do not require a full visi-
bility calculation (for instance the direction sampled from the
phase function does not always hit the light source). As we
will show in Section 4.2, this combination of line-sampling
techniques is useful in heterogeneous media as well.

4. Sampling in Heterogeneous Media

4.1. Decoupled Ray Marching

At first glance, the techniques described in the previous sec-
tion seem to only be applicable in a homogeneous medium.
Indeed, we rely on being able to quickly estimate the trans-
mittance at arbitrary points along the ray by an analytical
formula. We observe that we can still use our method when
the homogeneous volume is confined to a region of space.
Only the distances inside the exponential and the bounds of in-
tegration must be changed to reflect the intersection distances
with the volume. Figure 5 shows an example of restricting an
infinite homogeneous volume to a sphere.

Figure 5: Locally confined homogeneous media are also
renderable by the methods of Section 3.

This logic can be generalized to any number of homoge-
neous segments. We represent the transmission function T (t)

by an array of short segments which we assume to be homo-
geneous. Classical ray marching [PH89] can be interpreted
as producing such an array, although previous formulations
would not have stored it explicitly. For a given segment i we
store volume properties σs,i and σt,i, as well as the distance
ti to the start of the segment and its length ∆i. The volume
properties are obtained by executing a shader at a jittered
position within the interval [ti, ti +∆i]. We also compute the
transmittance up to the front of each segment as we proceed
from front-to-back:

T0 = 1

Ti = T (ti) = Ti−1 exp
(
−∆i−1σt,i−1

)
This discretized representation of the volume along the ray
makes it simple to evaluate T (t) at any distance by using
a binary search over the distances ti to locate the segment
containing the requested point. From the located segment k,
the final expression of transmittance is simply:

T (t) = Tk exp
(
−min(t− tk,∆k)σt,k

)
(10)

Figure 6 summarizes this process.

ti ∆i

σs,0

σt,0

T0

σs,1

σt,1

T1

σs,2

σt,2

T2

. . .

Figure 6: Volume properties are stored in an array prior to
lighting calculations so T (t) may be evaluated quickly. The
segments do not need to be of equal length or contiguous.

Once we have built this small per ray data-structure, we can
trace any number of shadow rays without having to restart the
ray marching process. Each lighting call will need to perform
a O(log(N)) binary search to evaluate T (t) but this cost is
far lower than the O(N) steps taken to evaluate transmittance
along the shadow ray and is not a noticeable bottleneck, nor
does it affect the time complexity of our algorithm. In most
cases, N ranges from 10-100, while we only need to take 1-4
light samples.

In difference to the classic algorithm [PH89], we do not
perform lighting calculations during ray marching, avoiding
the O(N2) time complexity. In difference to stochastic dis-
tance sampling methods [LW96, YIC∗10], we do not stop
ray marching at a randomly chosen location but instead keep
tracing all the way across the ray before tracing any shadow
rays. We maintain a linear time complexity in the number
of steps, but are free to take lighting samples at any location
along the ray (in particular using Equation 6). The quality
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of the estimate of the transmittance is also decoupled from
the lighting as it is possible to increase the number of steps
(thus resolving smaller details) without tracing any additional
shadow rays.

We refer to this technique as decoupled ray marching be-
cause it separates the calculation of the transmission from the
lighting. The combination of decoupled ray marching and the
light sampling routines from Section 3 let us render single
scattering in heterogeneous volumes as shown in Figure 7.

Figure 7: Heterogeneous medium rendered using decoupled
ray marching (16 paths/pixel, ~5 min). Previous stochastic
methods would have a hard time capturing single scattering
from the light sources embedded in the medium as seen in
Figure 3.

This decoupling does introduce some bias, however it is
explicitly controlled by the step size parameter and can be
made arbitrarily small. In fact, as the step size approaches
the Nyquist rate of the volume, our algorithm converges on
the ground truth result. In our implementation each volume
primitive controls how many ray marching samples are re-
quired within the bounds it occupies along the ray to allow
for volumes of different frequency contents to be mixed in
the same scene. We also point out that the homogeneous limit
case is handled without bias as a single ray marching sample
captures the volume properties exactly.

4.2. Discrete Density PDF

Distributing samples according to the light intensity is not
always optimal when the heterogeneous medium is thick. In
Figure 8 we see that there is some noise at the “surface” of
the volume because the sampling is not aware of the sharp
change in T (t) as we enter the volume. As a consequence,
samples may be distributed deep inside the volume where
their contributions are low. Another example would be the
space between the volumes in Figure 6 which could receive
light samples even though it contains no medium.

Decoupled ray marching lets us improve this situation by
computing a second pdf at little additional cost. During ray
marching, we simply assign each segment a discrete probabil-
ity pi = ∆iσs,iTi. This approximates the term in front of the
integral in Equation 3, automatically skips over regions that
do not scatter light and assigns fewer samples deep inside the
volume. After ray marching, this piecewise constant pdf can
be turned into a cdf in linear time. Samples can then be taken

Equi-angular Discrete Density MIS

Figure 8: Closeups of Figure 7. MIS combines the strengths
of each of the line-sampling techniques.

according to this pdf by using a binary search for cdf inver-
sion. The choice of the position within the segment [ti, ti +∆i]
can be made by appropriately normalized distance sampling
(Equations 8 and 9). Without having changed the time com-
plexity of our algorithm, we can now generate samples that
focus calculations on visually important regions of the ray.
Figure 8 shows the resulting improvement. Unfortunately the
noise near the origin of the embeded lights is worse compared
to equi-angular sampling (as would be the case with previous
methods).

As we now have two line-sampling techniques with dif-
fering strengths, it is natural to combine them by multiple
importance sampling. As shown in Figure 8, this gives a clean
result in all cases without having to increase the number of
samples. As discussed in Section 3.3 this combination of
line-sampling methods also helps with highly anisotropic
phase functions that reduce the effectiveness of equi-angular
sampling. In homogeneous media, where we only need a
single segment for our discrete pdf, it becomes equivalent to
classical distance sampling.

Our density based pdf has a number of advantages over
previous techniques. We only generate samples in regions
where σs > 0, focusing computation on regions that actually
scatter light. Earlier methods could only generate samples
where σt > 0 because they implictly sample a pdf propor-
tional to T alone (which is stochastically estimated at the
same time). Our pdf can also be queried for arbitrary dis-
tances t, enabling the use of MIS. Previous methods were
based on rejection sampling and therefore only allowed the
generation of samples according to a pdf that is never ex-
plicitly calculated. This precludes previous work from being
combined with equi-angular sampling.

5. Multiple Scattering

The two previous sections focused on single scattering, how-
ever decoupled ray marching easily handles higher order
bounces by plain path tracing. The discrete density pdf com-
puted for direct lighting can be reused to generate sampling
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locations for indirectly scattered light. Figure 9 shows an
example of single bounce global illumination rendered this
way. As our technique is easily integrated into a ray tracer, we
automatically capture the indirect illumination from nearby
surfaces as well as internal volume scattering. Emissive vol-
umes such as fire are easily accounted for during ray march-
ing, allowing them to cast illumination onto nearby geometry.

Figure 9: Indirect lighting on a procedural volume and a fire
simulation rendered by path tracing (36 and 256 paths/pixel
respectively, ~15 min and ~2 hrs)

Equi-angular sampling is also helpful in light tracing (the
adjoint of path tracing) as it allows scattered rays to be effi-
ciently connected back to the camera. The geometric connec-
tion term there also varies as 1/r2, so equi-angular sampling
can noticeably reduce variance (see Figure 10). The bounds
a and b in Equations 5 and 6 can be set by clipping the ray
against the camera’s frustum to focus calculations on rays
that map to screen pixels. Reflections and refractions are
missing from the image because we used pure light tracing
and a pinhole camera. Attemps at equal quality comparisons
revealed that even with 8 times more samples, distance sam-
pling still contains a noticeable amount of spiked noise, which
is avoided by equi-angular sampling.

(a) Distance Sampling (b) Equi-angular Sampling

Figure 10: Variance of light tracing paths can be re-
duced by improved sampling of explicit camera connections
(64 paths/pixel, ~12 seconds)

In scenes which require a high number of volumetric
bounces such as clouds, simple path tracing may still be
too computationally demanding. The method of Bouthors

et al. [BNM∗08, WBZH∗11] can be easily adapted to our
framework as it approximates the effect of light bleeding
through the volume by simply changing the volume proper-
ties along shadow rays. We can combine this approach with
one real bounce to better approximate light diffusion through
the medium (see Figure 11). The image of clouds at sunset
in Figure 1 was also rendered using this method. The orange
color shift is due to absorption through a procedural repre-
sentation of the atmosphere. A single light source simulates
the sun and all indirect lighting is due to approximate multi-
ple scattering. This particular case would be challenging for
bidirectional methods [LW96, JNSJ11] because of the large
spatial extent of the scene. The atmosphere is modeled as an
earth-sized sphere so the distant light representing the sun
would cast many rays that do not contribute to the image.

The fire example in Figure 9 is another tricky case for
bidirectional methods as it is difficult to emit rays from the
fire itself. These examples took longer to render than our
other examples as higher sampling rates were required to fully
smooth out the indirect lighting by brute force path tracing.
More sophisticated Markov Chain Monte Carlo methods such
as Metropolis Light Transport [PKK00] could be combined
with our importance sampling scheme to more effectively
search the path space in these hard to sample cases. While
we have not explored this combination in our renderer, we do
not believe it would pose any fundamental difficulties.

Figure 11: High orders of multiple scattering can be approx-
imated by manipulating medium properties along shadow
rays after the first bounce (64 paths/pixel, 4 min)

6. Implementation Details and Results

Our work is implemented in the Arnold renderer, a Monte
Carlo path tracer for production rendering [KFC∗10]. Our im-
plementation augments the traditional “first hit” record com-
mon to any ray tracer with a linked list of segments describing
intersections with volume primitives. Volume primitives are
part of the scene hierarchy along with surfaces, but report
interval hits instead of surface hits. After all hits are gathered,
we sort and decompose the intervals into non-overlapping
segments. Each segment is further divided according to a
per-primitive step size. We compute the number of potential
steps along the ray ahead of time so that we may pre-allocate
the memory for the array required by decoupled ray marching
(Section 4.1).

c© 2012 Sony Pictures Imageworks Inc. All Rights Reserved.



C. Kulla & M. Fajardo / Importance Sampling Techniques for Path Tracing in Participating Media

The creation of these temporary linked lists and arrays for
every ray is managed by a per-thread memory pool with a
stack interface. When we enter the volume integration routine,
we save the state of the memory pool by pushing it on a stack
so that we can quickly reclaim the memory as soon as the
calculation is done. Note that only rays performing light
integration need to perform any allocations. Shadow rays
simply evaluate Equation 2 by ray marching. This means our
memory pools rarely grow to more than a few kilobytes in
size.

Many other opportunities for optimization exist within our
framework, following commonly used tricks of other produc-
tion systems [WBZH∗11]. For example, ray marching may
be terminated as soon as we reach a low enough transmission.
This can be done relative to an upper bound on light intensity,
or stochastically, to avoid introducing extra bias. As noted
above, homogeneous regions only need to take a single step
as long as their extents can be bounded. A common volume
primitive is a grid of density values [WBZC∗10], which is
trivially preprocessed to identify empty blocks at loading
time. By using a 3D-DDA traversal on these blocks, we re-
duce the length of volume intervals and thus the number of
ray marching steps that need to be taken. For sparse data such
as the smoke simulation on the right of Figure 1 the speedup
can be significant.

Since our method is purely sampling based, it is trivial
to support effects such as motion blur without any special
handling (see Figure 12). Previous methods based on caching
such as deep shadow maps [LV00] would incorrectly blur
lighting detail in such cases. To efficiently bound density
grids advected by velocity fields (as written by most fluid
simulators) we expand the bounding box of non-zero blocks
by the length of the longest velocity vector. As most smoke
simulations do not fill their entire domain, this still allows
large amounts of empty space to be skipped.

Figure 12: A smoke simulation rendered both without and
with Eulerian motion blur (16 paths/pixel, 1 min and 3 min
respectively)

Rendering times quoted in the figures in this paper are
from a dual quad-core Intel Xeon E5420 2.5Ghz workstation.
Image resolutions were kept around 1 million pixels for all
examples. Final quality frames often render within a few min-
utes, while noisy previews can be obtained in a few seconds.
When combined with a progressive sampling of the image
plane, artists can see the render improve over time and inter-
actively adjust camera, light and volume shader parameters.

This is a key advantage for film production rendering which
requires both fast artist feedback and very high visual fidelity.

While there are still cases involving indirect lighting and
frame-filling volume effects that remain challenging and can
take multiple hours, noisy previews can still be obtained
rapidly enough to make lighting decisions before committing
to final quality renders. The simplicity of the quality controls
(step size and number of samples) means that there is less
room for error when increased quality is needed.

Finally, we include some rendered frames from the film
Men in Black 3 which demonstrate our method scales up
to very large data sets (see Figure 13). The geometry of
the rocket and environment total over 75 million triangles,
while the fluid simulations are stored in voxel grids between
2563 and 5123 in resolution, totalling around 3GB per frame.
Rendering times for steam elements ranged from 2 to 4 hours
on a single Intel CPU core.

7. Limitations and Future Work

While the presented importance sampling techniques are very
effective at rendering a wide variety of common cases, they
do not form a complete light transport solution. For example,
while we can achieve noise free results for single scatter-
ing in the scenes of Figures 3(b) and 7, calculating an extra
bounce would cause a large amount of noise because we
would not be able to detect the hotspot of scattered light-
ing surrounding the light source. This is not a weakness in
our methods but a general limitation of unidirectional path
tracing. We believe that our estimators will be helpful in the
context of bidirectional path tracing as equi-angular sampling
will allow for connections from path segments to path ver-
tices instead of only between path vertices. Since connecting
paths always presents a 1/r2 geometric term, we believe that
convergence could be improved. As the number of possible
connection techniques increases, care must be taken to en-
sure MIS weights between all methods can still be computed
efficiently.

One weakness of our work over previous stochastic dis-
tance sampling routines is that we must traverse the entire
ray instead of randomly stopping in the middle. While this
is what allows the transmission calculation to be decoupled
from the lighting, it also means that we cannot scale to high
numbers of bounces and must resort to approximate tech-
niques instead. It would be interesting to see if randomized
termination heuristics could be applied without sacrificing
the advantages of decoupled ray marching.

As with previous ray marching techniques (except Wood-
cock tracking), the bias induced by decoupled ray marching
can be a weakness. If the user chooses the step size too large,
the volume loses density. If the step size is too small, render
times can increase substantially. While we do not expect to
find a fully unbiased solution, we would like to explore adap-
tive ray marching strategies that vary the step size based on
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volume contents to spend more time in sampling regions of
higher variance.

The ideas behind decoupled ray marching can be extended
beyond participating media. We have had some success in
applying similar logic to discrete random media such as hair.
By first tracing through all hairs and creating a pdf based
on the relative transmitted visibility, we can stochastically
decide which to shade, trading fewer lighting calculations for
slightly increased noise.

Finally, we would like to explore implementing decoupled
ray marching on the GPU. While the memory requirements of
our method are very modest for a CPU based implementation,
this memory may not be easy to keep in the local store of
current GPUs since they run many more concurrent threads
of execution. Choosing the optimal memory layout for this
data, and dealing with the uneven workload caused by rays
of different lengths will be the main challenge.

8. Conclusion

We have presented new importance sampling techniques for
efficient rendering of participating media. Our approach re-
tains most of the advantages of Monte Carlo based methods in
that it does not require any form of pre-computation nor extra
illumination storage. While our method cannot surpass state
of the art special purpose volume renderers [WBZH∗11] in
speed, we come close enough that the improved visual quality
of accurate ray traced lighting, combined with the benefit of
having volume rendering fully integrated within a general
purpose renderer has been a major productivity boost for our
users and raised the bar of the imagery they are able to create.
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Figure 13: Computer generated stills of the Apollo 11 launch sequence from the film Men In Black 3. The sunlit geometry casts
detailed shadows onto the smoke which would be difficult to capture with shadow maps due to the large spatial extent of the
scene. Point lights embedded in the fluid simulation simulate the glow of the exhaust.
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